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Feed Forward Neural Network

Each circle represents a node.
All nodes in one column construct a
layer, where the layer with yellow color
is the input layer, the layer with orange
color is the output layer and the other
layers are hidden layers.
The edge in this graph represents the
correspondence between the nodes.
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Convolutional Kernel

The left matrix is the data in the last
layer.
The middle matrix is the convolutional
kernel.
The right matirx is the data in the next
layer.
The data in the next layer is computed
as the picture shows.
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A Formula for Klein Bottle

A Formula for Klein Bottle

FK(θ1, θ2)(x, y) = sin(θ2)(cos(θ1)x + sin(θ1)y) + cos(θ2)Q(cos(θ1)x + sin(θ1)y),

where Q(t) = 2t2 − 1. As given, FK is a function on the torus, which is parameterized by
the two angles θ1 and θ2. It actually defines a function on K since it satisfies
FK(θ1, θ2) = FK(θ1 + 2kπ, θ2 + 2lπ) and FK(θ1 + π,−θ2) = FK(θ1, θ2).
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Two Basic Kernels

-1 0 1
-1 0 1
-1 0 1

Table 1: The First Kernel of Klein Bottles

1 -1 1
1 -1 1
1 -1 1

Table 2: The Second Kernel of Klein Bottles
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A Distance in Klein Bottle

The metric dK is defined by

A Distance in Klein Bottle

dK(κ, κ
′) =

(∫
[−1,1]2

(FK(κ)(x, y)− FK(κ
′)(x, y))2 dxdy

) 1
2

for κ, κ′ ∈ K.
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KF(CF) Layer

KF (CF) Layer
Let M = S1 or K and let χ ⊂ M be a finite subset. Let Vi = Z2 and Vi+1 = X × Z2 be
successive layers in a FFNN. Suppose Vi+1 is a convolutional layer with threshold s ≥ 0.
Then Vi+1 is called a Circle Features (CF) layer or a Klein Features (KF) layer,
respectively, if the weights λ−,(κ,−,−) are given for κ ∈ χ by a convolution over Vi of the
filter of size (2s + 1)× (2s + 1) with values

Filter(κ)(n,m) =

∫ −1+
2(m+1)
2s+1

−1+ 2m
2s+1

∫ −1+
2(n+1)
2s+1

−1+ 2n
2s+1

FM(κ)(x, y)dxdy

for integers 0 ≤ n,m ≤ 2s.
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The Construction of Kernels

Let D be [−1, 1]× [−1, 1], consider the following function

f(x, y) = A + Bx + Cy + Dx2 + Exy + Fy2,

then it becomes a 6-dimensional vector space Q.
Let

∫
D f = 0 (mean centering) and

∫
D f2 = 1 (normalization). It is a 4-dimensional

space P ⊂ Q.
Let f(x, y) = q(λx + µy) with λ2 + µ2 = 1 (rotation invariance). It implies that the
space is 2-dimensional P0 ⊂ P .
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Kernels on a Klein Bottle

Let
∫ 1

−1
q = 0 and

∫ 1

−1
q2 = 1 with q(t) = c0 + c1t + c2t2, then q ∈ A, where A is

homeomorphic to S1. Let v = (λ, µ), then f(x, y) = q(v · (x, y)). (Note that v ∈ S1. )
Verify that

∫
D f = 0 and

∫
D f2 ̸= 0. Define a map θ : A × S1 → P0 by

θ(q, v) = q(v,−)

||f||2
.

θ is not a homeomorphism. Define a map ρ : A → A by

ρ(c0 + c1t + c2t2) = c0 − c1t + c2t2,

then θ(q, v) = θ(ρ(q),−v).
Verify that P0 is homeomorphic to a Klein bottle.
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Main Program
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Program of KOL
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A Result of TCNN on MNIST
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Thanks for your listening!


	Preliminary
	Constructions of TCNNs
	A Basic Theory of TCNNs
	Some Details on Programs
	Thanks

